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Abstract

We study the reconstruction of a stratified space from a pos-

sibly noisy point sample. Specifically, we use the vineyard

of the distance function restricted to a 1-parameter family of

neighborhoods of a point to assess the local homology of the

stratified space at that point. We prove the correctness of this

assessment under the assumption of a sufficiently dense sam-

ple. We also give an algorithm that constructs the vineyard

and makes the local assessment in time at most cubic in the

size of the Delaunay triangulation of the point sample.
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stratified spaces, simplicial complexes, power diagrams, Delaunay
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1 Introduction

Much of the progress in today’s experimental sciences is

predicated on the ability to collect larger sets of more ac-

curate measurements faster. Each data element is a tuple in-

terpreted as a point in a space of the appropriate dimension.

The resulting point set is often referred to as a point cloud so

we are reminded that there is a lot of accumulated data. The

main task is to detect patterns and to infer properties of the

measured process from the structure of the point cloud.

Motivation. A common phenomenon in experimental

measurements is that the data appears to describe a space

whose intrinsic dimension is significantly smaller than that
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of the ambient space R
n. This statement needs some clar-

ification since every finite point set is, by definition, zero-

dimensional. What we mean is that there is a relatively sim-

ple subset X ⊆ R
n of dimension m ≪ n such that all data

points lie on or near this subset. The reason for this phe-

nomenon is perhaps self-inflicted by our inability to make

sense of processes that depend on a large number of indepen-

dent parameters. The problem of reconstructing this subset

(or one such subset from the class of possibilities) is often re-

ferred to as manifold learning [4]. The name betrays the tacit

assumption that the subset is thought to have the topological

structure of a manifold. In other words, it is locally homeo-

morphic to R
m, or possibly to the m-dimensional half-space

if we allow the manifold to have boundary. In case this as-

sumption is grossly false it is suggested that these violations

are artifacts of the mapping into the ambient space.

Similar to [18], we take a deliberate departure from the

manifold assumption. While their methods are statistical in

nature, we use local homology to recognize locations where

the assumption is violated. Specifically, we consider sam-

plings of spaces that are partitioned into strata, each a mani-

fold of dimension m or less, and we focus on the character-

ization of how these strata connect to each other. Stratified

spaces can be described relatively compactly while signif-

icantly generalizing the class of spaces beyond manifolds.

They include smooth images of manifolds into R
n and per-

mit different local dimensions at different locations, but they

do not include sets of fractal dimension. Since our goal is

to deal with scientific data, the inability to describe fractal

behavior might be considered a serious drawback. We argue

otherwise, delegating the expression of fractal or chaotic be-

havior to the multi-scale description of the data. While this

is not yet addressed in this paper, we lay the foundations by

parametrizing all our results in terms of scale parameters.

Results and prior work. Stratified spaces have been stud-

ied extensively in the mathematical literature [16, 27]. Par-

ticularly relevant to the line of work started in this paper is

the development of intersection homology [15] and of per-

sistence for intersection homology [3]. There is a strik-

ing paucity in computational studies of the reconstruction of



stratified spaces from point samples which testifies for the

technical difficulties caused by the presence of singularities.

In general, the reconstruction of spaces from point samples

is an important topic in a number of fields, each putting its

own emphasis on the subject. Computer graphics and vi-

sualization stresses fast algorithms inspired by work in nu-

merical analysis and image processing and focuses on data

that describes surfaces in R
3 [20, 26]. Computational ge-

ometry favors combinatorial algorithms based on Delaunay

triangulations [10] and provides proofs of correctness un-

der assumptions of dense sampling [1, 5]. Machine learning

uses statistical methods to study high-dimensional data that

describes relatively low-dimensional manifolds [2, 25]. Fi-

nally, topological data analysis relies on algebraic methods

to reveal the topological structure of high-dimensional data

[9]. In this paper we combine characteristics found in com-

putational geometry and in topological data analysis:

• we turn the algebraic concept of local homology into

a multi-scale notion by constructing extended series of

homology groups;

• we describe the (α|r)-vineyard, which we introduce as

a practical tool for studying the local homology of a

sampled space;

• we explain how the (α|r)-vineyard expresses the local

homology of the sampled space at a point and prove the

relation under the assumption of a dense sampling;

• we give an algorithm that computes the (α|r)-vineyard

of a point cloud in time cubic in the number of simplices

in the Delaunay triangulation.

The main technical ingredients used to obtain these results

are from the theory of persistent homology [12, 28] and

weighted Delaunay triangulations [11]. In particular, we

make extensive use of the stability of extended persistence

diagrams [6, 7] and the construction of vineyards [8] from a

filtration of alpha shapes [13].

Outline. Section 2 introduces homology groups and re-

lated structures associated with a topological space. Section

3 defines the (α|r)-vineyard, a 1-parameter family of persis-

tence diagrams. Section 4 describes the class of spaces we

consider in our reconstruction effort. Section 5 proves that a

sufficiently dense sampling on the space permits the determi-

nation of the local homology of the space at a point. Section

6 explains an algorithm for constructing the (α|r)-vineyard

and Section 7 proves its correctness. Section 8 discusses the

contributions of this paper and mentions extensions.

2 Homological Structures

In this section, we introduce a variety of homological struc-

tures associated with a topological space.

Spaces, groups, and maps. Let Y be a subset of R
n. Its

subspace topology is obtained by intersecting Y with all

open sets in the Euclidean topology of R
n. The homology

functor maps the topological space Y to a series of homol-

ogy groups, Hp(Y ), one for each dimension p. In this paper,

we use Z/2Z-coefficients; see Munkres [24] or other texts

in algebraic topology for background information on homol-

ogy. It will often be convenient to suppress the dimension

from the notation which we will do by writing

H(Y ) = (. . . , Hp(Y ), Hp+1(Y ), . . .)

for the infinite series of homology groups. For negative

dimensions and for dimensions beyond n these homology

groups are necessarily trivial. Let Y ′ be another subset of

R
n with induced subspace topology. If Y ⊆ Y ′ then Y is

a subspace of Y ′ and inclusion induces a homomorphism

Hp(Y )→ Hp(Y
′) between homology groups of the same di-

mension. As an example consider the space Y in Figure 1. It

has a single hole marked by the dashed circle that surrounds

it. This circle generates a non-trivial class γ ∈ H1(Y ). In

contrast, the same circle bounds in Y ′ which implies that the

homomorphic image of γ in H1(Y
′) is 0. As with groups

we combine the homomorphisms to form a series that maps

H(Y ) to H(Y ′) componentwise.

Figure 1: The dimension 1 homology groups of Y (dashed closed

curve) and of Y ′ (dotted closed curves) have rank 1 and 2 but the

map induced by inclusion has only rank 0. The relative homology

groups of (Y, Y0) (dashed curves) and of (Y ′, Y ′
0) (dotted curves)

both have rank 2 but the map induced by inclusion of pairs has only

rank 1.

We also consider pairs of topological spaces Y0 ⊆ Y .

The homology functor maps this pair to the relative homol-

ogy groups, Hp(Y, Y0). As before we get one group for each

dimension p and we write H(Y, Y0) for the series. Each

relative homology group consists of classes generated by

relative cycles, that is, chains in Y whose boundary is ei-

ther empty or contained in Y0. For example in Figure 1,

the dimension 1 relative homology group of the pair (Y, Y0)
is generated by two classes, the absolute class from before

and the relative class generated by the dashed curve whose

ends lie in Y0. Let Y ′
0 ⊆ Y ′ be another pair of topologi-

cal spaces. We write (Y, Y0) ⊆ (Y ′, Y ′
0) if Y ⊆ Y ′ and

Y0 ⊆ Y ′
0 . In this case, inclusion induces again a homomor-

phism Hp(Y, Y0) → Hp(Y
′, Y ′

0). In the example in Figure
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1, the image of the absolute class is zero, as before, and the

image of the relative class is another relative class of the pair

(Y ′, Y ′
0), namely the one generated by the dotted cycle sur-

rounding the hole on the right in Y ′. As before, we simplify

notation by considering the series of homomorphisms map-

ping H(Y, Y0) to H(Y ′, Y ′
0) componentwise.

Distance, filtrations, and diagrams. Let dY : R
n → R be

the distance function defined by dY (x) = infy∈Y ‖x− y‖.
For each real number α the corresponding sublevel set con-

sists of all points at distance at most α, Yα = d−1
Y [0, α]; see

Figure 2. Clearly Yα ⊆ Yα′ whenever α ≤ α′. We call

Figure 2: The space Y consists of the brace on the left and the

stick to its right. It is also the first sublevel set in the picture, Y =
d−1

Y [0, 0]. The second sublevel set merges the two components and

creates a hole. The third sublevel set fills the hole.

α an absolute homological regular value if there is a suffi-

ciently small ε > 0 such that the maps between homology

groups induced by the inclusion Yα−δ ⊆ Yα+δ form a se-

ries of isomorphisms for every 0 < δ < ε. Otherwise, α is

an absolute homological critical value. We also define su-

perlevel sets Y α = d−1
Y [α,∞), using them to define pairs

(Rn, Y α). We call α a relative homological regular value if

there is a sufficiently small ε > 0 such that the maps be-

tween relative homology groups induced by the inclusion

(Rn, Y α+δ) ⊆ (Rn, Y α−δ) form a series of isomorphisms

for every 0 < δ < ε. Otherwise, α is a relative homologi-

cal critical value. Following [6] we call a function tame if

it has finitely many (absolute and relative) homological criti-

cal values and its sublevel sets have finite rank (absolute and

relative) homology groups.

We consider the extended sequence of absolute and rela-

tive homology groups as introduced in [7],

0 → H(Yα)→ . . .→ H(Rn)

→ H(Rn, Y α)→ . . .→ 0, (1)

where α increases from 0 to infinity going up during the first

half and then decreases from infinity to 0 coming down dur-

ing the second half of the sequence. A homology class γ
of Yα is born at Yα if it is not in the image of the map

H(Yα−δ) → H(Yα) for any δ > 0. Furthermore, a homol-

ogy class γ born at Yα dies entering Yα′ if the image of γ

in H(Yα′−δ) is not in the image of H(Yα−δ), for any δ > 0,

but the image of γ in H(Yα′ ) is. Similarly, a class can be

born at (Rn, Y α) and die entering (Rn, Y α′

). It is also pos-

sible that a class is born going up and dies coming down.

Following [7], we record the evolution of homology classes

by drawing a point (α, α′) for each class that is born at Yα

or (Rn, Y α) and dies entering Yα′ or (Rn, Y α′

). The result-

ing multiset of points defined by the classes in the p-th ho-

mology groups is referred to as the dimension p persistence

diagram, Dgmp(dY ). As usual we drop the dimension to de-

note the series of persistence diagrams, Dgm(dY ). We will

distinguish between classes born and dying going up, classes

born going up and dying coming down, and classes born and

dying coming down. The corresponding three types are re-

ferred to as ordinary, extended, and relative points and they

make up the ordinary, extended, and relative subdiagrams of

the persistence diagram.

Figure 3: The persistence diagrams of the distance function in Fig-

ure 2. We draw time of birth from left to right and time of death

from bottom to top, each ranging from 0 to ∞. The white dots,

crosses, and squares represent the ordinary, extended, and rela-

tive points in the diagrams of dimension given by the subscripts.

The shading shows quadrants and half-planes defined by the points

a = (ξ, ζ) and ā = (ζ, ξ).

To recover information from the diagrams we count

points in subregions. Given a = (ξ, ζ) we count the classes

that are alive during the entire interval, on the way up or the

way down. Assuming ξ ≤ ζ this number is

#a
p(dY ) = rank (im (Hp(Yξ)→ Hp(Yζ)))

+ rank (im (Hp(R
n, Y ζ)→ Hp(R

n, Y ξ)))

− rank (im (Hp(Yξ)→ Hp(R
n, Y ξ))).

Of course we get a number for each dimension p and we

write #a(dY ) for the series. To cover the other case, when

ζ ≤ ξ, we set #a(dY ) = #ā(dY ) with ā = (ζ, ξ). As il-

lustrated in Figure 3, #a counts the ordinary points in the

upper left quadrant, [0, ξ] × (ζ,∞), the relative points in

the lower right quadrant, [ζ,∞) × [0, ξ), as well as the ex-

tended points in the union of the left and lower half-planes,

[0, ξ]× R ∪ R× [0, ξ). The resulting series for the example
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illustrated in Figures 2 and 3 is then #a = (. . . , 1, 2, 1, . . .),
where we only show the numbers for dimensions p = 0, 1, 2.

Local homology. Let z ∈ R
n be a point and dz : R

n → R

the distance function defined by dz(x) = ‖x− z‖. We

write Br = d−1
z [0, r] and Br = d−1

z [r,∞) for the sub-

level and superlevel sets defined by r. Fix α ≥ 0 and con-

sider Yα, the space of points at distance at most α from

Y . The sublevel sets and superlevel sets restricted to Yα

are Yα ∩ Br and Yα ∩ Br. Traditionally, the local homol-

ogy groups at a point z in a space Yα are defined to be the

relative homology groups H(Yα, Yα − z) [24]. In words,

a local cycle γ at z is a chain whose boundary misses z.

Additionally, the boundary of γ must also miss some small

open set Yα ∩ intBr containing z, that is, γ belongs to

H(Yα, Yα− (Yα ∩ intBr)) = H(Yα, Yα ∩Br). Now for any

s < r, we have a map H(Yα, Yα ∩ Br) → H(Yα, Yα ∩ Bs)
induced by inclusion and excision. Our local cycle γ must

lie in the image of this map for all possible choices of s.

As a consequence, we see that the above definition of lo-

cal homology at a point z is equivalent to the direct limit,

limr→0 H(Yα, Yα ∩ Br). To make this a multi-scale con-

cept we consider again the extended sequence of homology

groups,

0 → H(Yα ∩Br)→ . . .→ H(Yα)

→ H(Yα, Yα ∩Br)→ . . .→ 0, (2)

where r first increases from 0 to infinity and then decreases

from infinity back to 0. As before, we record the evolution of

homology classes using the thus defined series of persistence

diagrams, Dgm(dz |Yα). The relative subdiagrams contain

the information most directly relevant to estimating the local

homology at z.

Discontinuity in α. The extended sequence of homology

groups (2) provides a feasible approach to assessing local

homology if the space, Yα, is fixed. In the context of this

paper, we assume that the space has not been reconstructed,

and we examine it at various scales by varying α. A draw-

back of the above construction is that the diagrams are not

continuous in α. To see this let 0 < a′ < a′′ be the dis-

tance thresholds of the three sublevel sets shown in Figure

2. Let z be the right endpoint of the stick in Y . For α = a′

we have a one-dimensional homology class, γ, that is born

going up and dies coming down with r. The class is repre-

sented by an off-diagonal point in the extended subdiagram

of Dgm1(dz|Ya′). In contrast, there are no one-dimensional

classes for α = 0 and for α = a′′. The class γ first appears

when α reaches half the distance between the ends of the

brace and the left endpoint of the stick. Right from the start,

the representing point in the diagram is some distance away

from the diagonal. Later, γ disappears when α reaches the

radius of the brace and the representing point in the diagram

merges into the diagonal.

3 The (α|r)-Vineyard

In this section, we introduce the main algebraic tool we use

to study sampled stratified spaces.

Two filtrations. To obtain a continuous expression of the

2-parameter variation, we swap the order and vary α to con-

struct the diagrams. Let z ∈ R
n, as before, but now fix

r > 0. Recall that dY : R
n → R is the distance function

defined by Y ⊆ R
n. The sublevel and superlevel sets of its

restrictions to the ball of radius r around z are Yα ∩ Br and

Y α ∩ Br. Going first up with α from 0 to∞ and then down

from∞ to 0 we get

0 → H(Yα ∩Br)→ . . .→ H(Br)

→ H(Br, Y
α ∩Br)→ . . .→ 0, (3)

and we write Dgm(dY |Br) for the series of persistence di-

agrams that records the evolution of the homology classes

in the sequence. The notion of local homology suggests we

modify the filtration (3) and take the homology of Yα within

Br relative to Yα within the sphere ∂Br. Constructing the

extended sequence by first going up with α from 0 to∞ and

then down from∞ to 0, we get

0 → H(Yα ∩Br, Yα ∩ ∂Br)→ . . .→ H(Br, ∂Br)

→ H(Br , ∂Br ∪ (Y α ∩Br))→ . . .→ 0. (4)

The evolution of the homology classes is again recorded

in the series of persistence diagrams, which we denote as

Dgm(dY |(Br, ∂Br)). In the rest of the paper we need a mild

assumption on Y , namely that the restrictions of its distance

function to balls and to ball-sphere pairs are tame.

Equivalence of diagrams. We now show that the two di-

agrams contain the same information. Specifically, we es-

tablish isomorphisms between the homology groups in (3)

and (4) and show that the corresponding pairings are dual

and thus give the same diagrams. To shorten the notation

and clarify the relations we set X = Yα ∩ Br, decompose

its boundary ∂X = F ∪ G where F = Yα ∩ Y α ∩ Br and

G = ∂Br ∩ Yα, and set A = F ∩ G. Generically, X is an

n-manifold with boundary, F and G are (n − 1)-manifolds

with boundary, and A is an (n−2)-manifold without bound-

ary. Assuming tameness of Y , we use excision to rewrite (3)

and (4), running them anti-parallel against each other:

→ Hn−p(X) → Hn−p(X, F ) →
⊗ ⊗

← Hp(X, ∂X) ← Hp(X, G) ←
↓ ↓

Z/2Z Z/2Z

By Lefschetz duality, the first vertical pairing is perfect. This

means that the paired groups are isomorphic and the persis-

tence pairs in the first half of the two sequences are the same

[7]. The other vertical pairing is also perfect, but it takes a

little more effort to prove this.
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ISOMORPHISM LEMMA. For every dimension p, the in-

tersection pairing on X induces a perfect pairing

Hn−p(X, F )⊗ Hp(X, G)→ Z/2Z.

PROOF. First notice that by excision, the relative homology

groups Hp(∂X, G) and Hp(F, A) are isomorphic. Next con-

sider the exact cohomology sequence of the pair (X, F ),
shown in the bottom row in Table 1, and the exact homol-

ogy sequence of the triple (X, ∂X, G),

→ Hp+1(X, ∂X) → Hp(∂X, G)→ Hp(X, G)

→ Hp(X, ∂X)→ Hp−1(∂X, G)→

Replacing Hp(∂X, G) by Hp(F, A) we get the diagram in

Table 1. Here each vertical arrow is the Poincaré-Lefschetz

duality map defined by γ → fγ where fγ(δ) = γ · δ, the

intersection number between the two classes. It is not diffi-

cult to check that this diagram commutes. The two vertical

maps on the left and the two vertical maps on the right are

isomorphisms by Poincaré-Lefschetz duality. The Steenrod

Five-Lemma then tells us that the center vertical map is also

an isomorphism [24]. Finally we note that the Poincaré du-

ality map Hp(X, G) → H
n−p(X, F ) being an isomorphism

implies that the intersection pairing is perfect. Indeed, every

non-zero γ ∈ Hp(X, G) has at least one δ ∈ Hp(X, G) such

that fγ(δ) = γ · δ 6= 0. The claim follows.

We see that the pairings between the groups in (3) and (4)

are perfect and all diagrams commute. It follows that if we

use the superscript T to denote reflection across the diagonal

we have Dgmp(dY |Br) = DgmT
n−p(dY |(Br, ∂Br)) for all

dimensions p and all radii r.

Vineyard. An important result is that the diagrams of the

filtrations in (3) and (4) vary continuously with r. It is con-

venient to show this for (3) again using the assumption of

tameness. To prove continuity we need a notion of distance

between diagrams. This is provided by the bottleneck dis-

tance which is the infimum, over all perfect matchings, of

the supremum L∞-distance, over all pairs of matched points

[6]. To extend this notion to series of persistence diagrams

we let dB be the supremum bottleneck distance between cor-

responding diagrams.

STABILITY LEMMA. Let Y ⊆ R
n and z ∈ R

n such that

the restriction of dY : R
n → R to any ball and any ball-

sphere pair centered at z is tame. Then the bottleneck dis-

tance between the series of persistence diagrams for two radii

r ≤ r′ is dB(Dgm(dY |Br), Dgm(dY |Br′)) ≤ r′ − r.

PROOF. Letting f, g : R
n → R be defined by f(x) =

dY (z + rx) and g(x) = dY (z + r′x), the restrictions of

dY correspond to the restrictions of f and g to the unit ball.

Changing coordinates does not affect the diagrams. Since

dY is a distance function we have

|f(x)− g(x)| = |dY (z + rx) − dY (z + r′x)|

≤ ‖x‖ (r′ − r).

Since ‖x‖ ≤ 1 the difference between the two functions is

‖f − g‖∞ ≤ r′ − r. The extension of the Stability Theorem

in [6] to extended persistence as described in [7] implies the

claim.

The stability of the persistence diagram suggests we vary

r within [0,∞) and describe the homology in the neighbor-

hood of z ∈ R
n by the resulting 1-parameter family of per-

sistence diagrams. Stacking up the diagrams in R
3 using r

as the third coordinate, each point sweeps out a curve which

we refer to as a vine. Together the vines form a collection

of curves which we refer to as the vineyard of the two dis-

tance functions; see [8]. Specifically, we denote the vine-

yard obtained by stacking up the dimension p persistence

diagrams by Vnrdp(dY |dz) and the series of vineyards by

Vnrd(dY |dz). On occasion we call this the series of (α|r)-
vineyards thus emphasizing that the diagrams are obtained

by varying the threshold α for the distance to Y while fix-

ing the threshold r for the distance to z, and the vines are

obtained by varying r. This series of vineyards is the main

technical ingredient in our approach to understanding sam-

pled stratified spaces.

4 Spaces

In this section, we introduce the type of topological spaces to

which our methods apply. They are not limited to manifolds.

Stratification. Recall that a topological m-manifold is a

space M such that every point z ∈ M has a neighborhood

homeomorphic to R
m. If a space fails to be a manifold, it

is because of the existence of singular points where no such

neighborhood exists. For example, the figure-8 is not a 1-

manifold; the singular crossing point has no neighborhood

homeomorphic to R. On the other hand, every other point

has such a neighborhood; in other words the figure-8 mi-

nus the crossing point is a 1-manifold and the crossing point

itself is a 0-manifold. In general, a stratification of a topo-

logical space X is a filtration by closed subsets,

∅ = X−1 ⊆ X0 ⊆ . . . ⊆ Xm−1 ⊆ Xm = X,

such that Xi − Xi−1 is a (possibly empty) i-manifold for

each i. The set Xi − Xi−1 is called the i-stratum and its

components are the dimension i pieces of X.

Local structure. The above definition does not require that

the points on a piece have similar neighborhoods outside the

piece. Such requirements are usually added by extra con-

ditions. Although there are many different conditions that

might be added, each with its own subtleties [21], the fol-

lowing will do for our purpose. A stratified space X ⊆ R
n

with a stratification as above is a cs-space if every point

x ∈ Xi − Xi−1 has a neighborhood in X homeomorphic

to the product of an open i-ball in Xi − Xi−1 and the open

5



→ Hp+1(X, ∂X) → Hp(F, A) → Hp(X, G) → Hp(X, ∂X) → Hp−1(F, A) →
↓ ↓ ↓ ↓ ↓

→ H
n−p−1(X) → H

n−p−1(F ) → H
n−p(X, F ) → H

n−p(X) → H
n−p(F ) →

Table 1: Commuting diagram with isomorphisms between the terms in the exact homology sequence of the triple (X, ∂X, G) at the top and

the exact cohomology sequence of the pair (X, F ) on the bottom.

cone on a compact topological space. The homeomorphism

is assumed to take the product of the open i-ball and the

cone point to the intersection of the neighborhood with Xi.

This is illustrated in Figure 4 where X is a torus with one of

the meridian circles pinched to a point and a disk stretched

taut across its tunnel. If we remove the boundary circle of

Figure 4: A 2-dimensional cs-space. The neighborhood of the pinch

point x and of another point y along the boundary circle of the disk

are highlighted. The two neighborhoods are not homeomorphic but

they have the same homotopy type and therefore isomorphic ho-

mology groups.

the disk, we disconnect X and obtain a 2-manifold. The re-

moved circle itself is a 1-manifold. However, the local struc-

ture is not uniform throughout the circle as the pinch point

has a different neighborhood than any other point on the cir-

cle. Clearly, the pinch point is distinguishable from any other

point on the circle.

For a cs-space, the cone in the definition of the neighbor-

hood at a point x depends only on the piece that contains x.

Since this piece is itself a manifold, the open balls are also

homeomorphic. Hence the condition on the neighborhoods

enforces exactly the requirement that each point in a piece

has the same local structure in X.

Connection with local homology. We note that the filtra-

tion in the definition of the stratified space is not unique.

However, there is a natural coarsest filtration [17] which con-

sists of the components in the partition of X defined by call-

ing points x and y equivalent if there exist neighborhoods of

x and y and a homeomorphism between these neighborhoods

that maps x to y. Any cs-space meets this condition already;

for the coarsest filtration, we just impose the converse.

Now if two points x and y have such neighborhoods, then

their local homology groups are also the same. It is the con-

trapositive of this statement that we hope to use in finding

the best stratification of point cloud data. Of course, our ap-

proach must be adapted to the persistence framework of ho-

mology outlined in the previous section. The goal is to clas-

sify points in terms of the shapes of their vineyards. The next

section aims at quantifying what exactly this should mean.

5 Local Homology Inference

In this section, we prove that even with rather mild assump-

tions on the sampling of a space it is possible to infer its lo-

cal homology. Perhaps more important than the guaranteed

recognition is the interpretation of our result as describing

the set of spaces that can possibly give rise to the sample.

Sample. The data we consider is a finite set of points,

U ⊆ R
n. It will be convenient to index the points in this

set as ui. We assume that U is sampled from or near a com-

pact space X ⊆ R
n. For example, X may be a compact

stratified space but the existence of a stratification will play

no role in what we prove in this section. It will, however,

be important that the diagram of the restricted distance func-

tions of X be stable. We therefore assume that dX|Br is tame

for every z ∈ R
n and every ball Br centered at z. As men-

tioned earlier, this is a rather mild assumption whose viola-

tion requires infinitely many oscillations, like in the topolo-

gist’s sine curve [24, p. 168], or similar phenomena. Recall

that the space X is unknown and the main question we ask is

how much we can find out about X under what assumptions

relating U with X.

Throughout this paper we use a constant ε > 0 that quan-

tifies the relation between X and its sample. More precisely,

we call U an ε-approximation of X if the Hausdorff distance

between U and X is at most ε. Equivalently, U is contained

in Xε = d−1
X

[0, ε] and, symmetrically, X is contained in

Uε = d−1
U [0, ε]. It follows that the maximum difference

between the distance functions defined by U and by X is

at most ε. The converse is also true. Therefore U is an ε-

approximation of X iff ‖dU − dX‖∞ ≤ ε.

Resolution. When we refer to the local homology at a

point z we consider the family of balls Br centered at z and

for each r we study the sequence of homology groups

0 → H(Yα ∩Br)→ . . .→ H(Br)

→ H(Br, Y
α ∩Br)→ . . .→ 0, (5)
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where Y is either U or X; see sequence (3) in Section 3.

For each radius r > 0 we thus consider the series of persis-

tence diagrams Dgm(dY |Br). The only non-trivial homol-

ogy group of Br is H0 which has rank one. There is therefore

only one extended point in this series tracking the first com-

ponent that appears in the filtration. To determine the local

homology of X at a point z from the sample U it is necessary

that the points sample all relevant features of the space fine

enough to be recognized. To make this precise, we consider

the homological critical values of the distance function of X

restricted to the ball.

DEFINITION. A radius r resolves X at z to ε if the small-

est positive absolute or relative homological critical value of

dX restricted to Br exceeds 3ε.

Figure 5: Left: the dark regions contain the persistence diagram

of dX for every radius r ∈ RX(ε) and the light regions expand

them to contain the persistence diagram of dU for every radius r ∈
R′

U (ε). Right: the light regions contain the persistence diagram of

dU for every radius r ∈ R′′
U (ε) and the dark regions contain the

persistence diagrams of the distance function of Uε.

For a radius r that resolves X to ε there are no births and no

deaths in the interval (0, 3ε]. In other words, the corridors

separating the two boldface segments from the dark square

in Figure 5, left, are empty. It follows that everything born

at α = 0 lives for a while and if it dies on the way up, as α
increases, then it dies strictly after 3ε. Symmetrically, every-

thing that dies at α = 0 must have lived for a while and if it

was born on the way down, as α decreases, then it was born

strictly before 3ε. Radii that have this property are of special

interest, so we define RX(ε) as the set of radii r for which

the points in Dgm(dX|Br) all lie in the dark portion of Fig-

ure 5, left, which includes the vertical segment with lower

endpoint (0, 3ε), the horizontal segments with left endpoint

(3ε, 0), and the quadrant (3ε,∞)2.

Inference. By slightly extending the notation introduced

earlier, we write #a(dX|Br) for the series of point counts of

the corresponding diagrams in the region illustrated in Figure

3. For example, if a is the origin, 0, then #a(dX|Br) counts

the points on the horizontal Birth-axis and the vertical Death-

axis.

LOCAL HOMOLOGY INFERENCE THEOREM. Let ε > 0,

X a compact space, U an ε-approximation of X, and z a point

in R
n. Then #0(dX|Br) = #(ε,2ε)(dU |Br) for every radius

r ∈ RX(ε).

PROOF. We will prove RX(ε) ⊆ R′
U (ε), where the latter set

consists of all radii r for which the points in Dgm(dU |Br)
all lie in the shaded portion of Figure 5, left, which expands

the dark regions and the diagonal by ε in the vertical as well

as the horizontal direction. We will see that this containment

of sets implies the claimed equation.

Since r ∈ RX(ε) we have #0(dX|Br) = #a(dX|Br) for

every a ∈ [0, 3ε]2. Since ‖dU − dX‖∞ ≤ ε, the Stability

Theorem of extended persistence implies a bijection such

that each point in Dgm(dX|Br) lies within L∞-distance ε
from its corresponding point in Dgm(dU |Br). This implies

that all points of Dgm(dU |Br) lie inside the ε-expanded

region depicted in Figure 5, left. This region consists of

three disjoint subregions, one expanding the vertical seg-

ment, one expanding the horizontal segment, and the third

expanding the quadrant that contains the remaining points of

Dgm(dX|Br) as well as the diagonal. By disjointness of the

three subregions, the points of Dgm(dX|Br) in the two seg-

ments cannot map to any points other than the ones in the

subregions that expand them. The points of Dgm(dU |Br)
in these two subregions are counted by #a(dU |Br) with

a = (ε, 2ε). This implies the claimed equality.

Inverse. Recall that U is known but X is not. The way

we hope to use the Local Homology Inference Theorem is

that we identify radii r for which the white corridors in Fig-

ure 5, left, are empty. For each such r there is a chance

that it belongs to RX(ε) and if it does we know the local

homology of X for this radius r. The trouble is that we

can generally not be sure that r really belongs to RX(ε).
However, we can further restrict the regions that contain the

points of Dgm(dU |Br) so that they imply the existence of

a space X for which U is an ε-approximation and r is in

RX(ε). Let R′′
U (ε) be the set of radii r for which the points

in Dgm(dU |Br) are contained in the light shaded region in

Figure 5, right.

INVERSE LHI THEOREM. Let ε > 0, U a subset of R
n,

and z a point in R
n. Then there exists a compact space X ⊆

R
n for which U is an ε-approximation and R′′

U (ε) ⊆ RX(ε).

PROOF. Set X = Uε and note that U is an ε-approximation

of X. The distance function defined by X is dX(x) =
max{0, dU(x)−ε}. It follows that each birth and each death

happens at 0 or ε earlier than before. The corresponding

transformation of persistence diagrams is a shift by ε down

and a shift by ε to the left, except that a movement stops be-

fore the point enters the negative regions of birth or of death.

If r ∈ R′′
U (ε) then all points in the diagrams of X lie on the

two segments and the quadrant that define RX(ε).
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Multi-scale example. Observe that the Local Homology

Inference Theorem describes the relationship between the

persistence diagrams of X and of U for a fixed radius r. It

is difficult to know ahead of time which value of r is most

appropriate and in many situations it is not even desirable to

make a choice. We cope with this difficulty by examining

the persistent behavior across all radii. We use the example

in Figure 6 to illustrate what we have in mind. Here X is

Figure 6: Left: the one-dimensional chain of loops, X. Right: the

dimension 1 (α|r)-vineyard of X at z. The only significantly per-

sistent vine runs roughly diagonally in the Birth-Radius plane and

tracks a relative 1-cycle. All other vines run near the Radius-axis

and track classes caused by the loops in the chain.

a one-dimensional space embedded in R
2. It consists of a

string of loops, each connected to the loop before and the

loop after. Its dimension 1 vineyard at the point z contains

a prominent vine that has high persistence across all values

of r. This vine tracks a dimension 1 relative homology class

and corresponds to the chain itself which, from a distance,

may be seen as a single curve. It can be detected even for

rather sparse samples. Furthermore, the vineyard contains

two small vines per loop, one tracking a relative and the other

an absolute homology class. The relative class emerges at

the moment the ball Br first intersects the loop. It attains its

largest persistence when Br reaches the maximum near the

center of the loop after which time the corresponding point

in the diagram stops moving and sweeps out a vertical vine.

At the same moment the absolute class emerges and attains

its largest persistence when Br reaches the other end of the

loop after which time the corresponding point stops moving

and sweeps out a vertical vine, as before.

For the study of local homology we are primarily inter-

ested in small values of r, that is, the lower portion of the

vineyard. Of course, what small means is in the eye of a

beholder. On the other hand, the Local Homology Infer-

ence Theorem and its inverse can be used to make informed

guesses. If the space X in Figure 6 is sampled sufficiently

densely, then small values of r resolve it, and we are able

to detect the three dimension 1 cycles in the local homology

of z. Specifically, there are three vines emerging from the

origin, each tracking a relative homology class. If the sam-

pling is not sufficiently dense then we cannot distinguish X

from a 1-manifold. Indeed, an arc passing through the ver-

tices joining the loops could conceivably produce the same

sample.

6 Algorithm

In this section, we describe an algorithm for constructing the

series of (α|r)-vineyards of a finite set of points as seen from

a fixed point z ∈ R
n. The algorithm is based on comparing

various subcomplexes of the Delaunay triangulation of the

finite set. We recall that a simplicial complex is a finite set

of simplices that is closed under the face relation such that

any two simplices are either disjoint or meet in a common

face [24]. We will simultaneously use this geometric view as

well as the more abstract interpretation in which a simplex

is simply a finite set of points (its vertices in the geometric

view) and a face is a subset.

Voronoi decompositions. Letting u ∈ R
n be a point with

weight w ∈ R, the weighted square distance of x ∈ R
n

from u is πu(x) = ‖x− u‖2 − w. For the common case

in which the weight vanishes the weighted square distance

is the squared Euclidean distance. Given a set of weighted

points U , the (weighted) Voronoi cell of u ∈ U is

V (u) = {x ∈ R
n | πu(x) ≤ πv(x), v ∈ U}.

For the time being we are interested in the case in which U is

finite and all weights are zero. We index the points and use

the shorter notation Vi = V (ui) for their Voronoi cells. Each

Vi is the intersection of finitely many closed half-spaces and

therefore a convex polyhedron. Collectively, the Vi cover

the entire space thus forming the Voronoi decomposition of

R
n, which we denote as Vor(U |Rn); see Figure 7. We are

also interested in the Voronoi decompositions of the sublevel

sets inside the ball and on the sphere, which we denote as

Vor(U |Uα ∩Br) and Vor(U |Uα ∩ ∂Br). The former con-

sists of cells Vi ∩ Uα ∩ Br, which are convex and generi-

cally either empty or n-dimensional. The latter consists of

cells Vi ∩ Uα ∩ ∂Br, which are intersections of spherical

caps and generically either empty or (n − 1)-dimensional

but not necessarily topologically simple. For example, in

Figure 7 we see a Voronoi edge that intersects ∂Br twice

so that one of the two incident Voronoi cells intersects ∂Br

in two components. To cope with the resulting difficulties,

we introduce the set Z(α) of points x ∈ R
n that satisfy

‖x− z‖2 − r2 ≤ ‖x− ui‖
2 − α2 for all ui ∈ U . This is

the Voronoi cell of z in Vor(U ∪ {z}|Rn) in which every

point has weight α2 except for z which has weight r2. To

distinguish it from the other Voronoi cells we refer to Z(α)
as the power cell of z. More important than Z(α) itself is

the complement of its interior, Z0(α) = Br − intZ(α). We

will see in Section 7 that Z0(α) behaves topologically like
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Figure 7: Voronoi decompositions of space, of the sublevel set of

points at distance at most α from U , and of restricted versions of the

same sublevel set. The Voronoi cells of the black dots contribute to

the decompositions of Uα ∩ ∂Br and of Z0(α), those of the gray

and black dots contribute to the decomposition of Uα ∩ Br , and

the Voronoi cells of all dots contribute to the decompositions of Uα

and of R
n.

Uα ∩ ∂Br. A distinct advantage of the former set is that

its intersections with the Voronoi cells are convex. Further-

more, it is not difficult to show that every point in Z0(α) also

belongs to Uα, that is, Z0(α) ⊆ Uα ∩ Br.

Delaunay triangulations. Computationally more conve-

nient than the Voronoi decompositions are their dual Delau-

nay triangulations. For a subset X ⊆ R
n this is the set

Del(U |X) of simplices σ ⊆ U for which X and Vσ =
⋂

ui∈σ Vi have a non-empty intersection. In other words,

Del(U |X) is the nerve of the collection of sets X ∩ Vi. For

X = R
n we get the usual notion of Delaunay triangulation

and for X ⊂ R
n we get the restricted Delaunay triangula-

tion as defined in [14]. Generically, Del(U |Rn) is a sim-

plicial complex geometrically realized in R
n; see Figure 8.

We are also interested in the restrictions to Uα ∩ Br and to

Z0(α). In these cases the Delaunay triangulations depend

on α and we write K(α) = Del(U |Uα ∩Br) and K0(α) =
Del(U |Z0(α)). Since the restricting domains are subsets of

each other, the three Delaunay triangulations are subcom-

plexes of each other, namely K0(α) ⊆ K(α) ⊆ Del(U |Rn);
see Figure 8.

Computing persistence. We now discuss the construction

of the series of persistence diagrams of the distance function

dU restricted to the ball of fixed radius r around z. Specifi-

cally, we compute the diagram that describes the evolution of

the homology classes in the sequence (3). Alternatively, we

could compute the diagram of the sequence (4), which by the

Isomorphism Lemma contains the same information as (3)

but read backwards. We do neither and instead compute the

diagrams from the respective first halves since this avoids the

Figure 8: Delaunay triangulations dual to the Voronoi decomposi-

tions of the rectangular window in Figure 7 as well as of Uα ∩ Br

and of Z0(α). The drawing style identifies which vertices, edges,

and triangles belong to which Delaunay triangulations.

need to subdivide the Delaunay triangulation and leads to a

simpler and more efficient implementation. Indeed, we sub-

stitute the sequence of complexes K(α), for 0 ≤ α < ∞,

and the homomorphisms induced by inclusion for the first

half of (3). A formal proof that this substitution does not af-

fect the persistence diagrams will be given in Section 7. To

do the actual computation, We use a compatible ordering of

the simplices in K(∞) = Del(U |Br). This is an ordering

σ1, σ2, . . . , σm such that

• the simplices in the complex K(α) precede all sim-

plices in K(∞)−K(α), for all α;

• all faces of a simplex precede that simplex.

Based on this ordering we set up the boundary matrix such

that D[i, j] = 1 if σi is a codimension one face of σj and

D[i, j] = 0 otherwise. Its rows and columns are ordered the

same way as the simplices in the compatible ordering. The

matrix is reduced if each column is either zero or its lowest

1 is in a unique row. In other words, the function that maps

each non-zero column j to the row-index i = low(j) of its

lowest 1 is injective. Using left-to-right column operations

we can reduce D in time O(m3), and the pairs i = low(j)
give the points in the persistence diagrams; see the matrix

version of the persistence algorithm [12] as described in [8].

For the restriction of dU to (Br, ∂Br) we substitute the

sequence of pairs (K(α), K0(α)), for 0 ≤ α < ∞, and

the homomorphisms induced by inclusion for the first half

of (4). A formal proof that this substitution does not affect

the persistence diagrams will again be given in Section 7.

Each pair is represented by the first complex together with

the cone from a dummy vertex, ω, over the second complex.

In other words, we use all simplices σ ∈ K(α) and all sim-

plices τ ∪ {ω} with τ ∈ K0(α). Strictly speaking this is

not a complex because it does not contain ω, but this is in-

tentional to get exactly the relative homology groups. As
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before we use a compatible ordering of the simplices, we set

up the boundary matrix accordingly, we reduce the matrix,

and we finally derive the persistence diagram from the pairs

i = low(j).

Constructing vineyards. Recall that the series of vine-

yards, Vnrd(dU |dz), may be identified with the 1-parameter

family of persistence diagrams, Dgm(dU |Br), for 0 ≤ r <
∞. This is also how we construct it, by maintaining the

persistence diagrams while growing r from zero to infin-

ity. Indeed, we just need to maintain the two compatible

orderings of the simplices and recompute the reduced ma-

trices whenever these orderings change. For each simplex

σ ∈ Del(U |Rn) there are functions in r2 that characterize

when σ belongs to K(α) and when to K0(α). Importantly,

these functions are mostly continuous so that the mainte-

nance of the compatible orderings reduces to transpositions

of contiguous simplices; see Appendices A and B. Further-

more, each function is piecewise algebraic, where the num-

ber of pieces and the degrees are bounded from above by

some constant. It follows that the graphs of any two func-

tions cross at most some constant number of times. The total

number of transpositions is therefore in O(m2). Finally, the

reduced matrix can be maintained in time O(m) per transpo-

sition [8]. It follows that the entire algorithm takes time at

most cubic in the number of simplices.

(α|r)-VINEYARD THEOREM. Given the Delaunay trian-

gulation of U in R
n and a point z ∈ R

n, the series of (α|r)-
vineyards of the two distance functions, Vnrd(dU |dz), can

be constructed in time O(m3), where m is the number of

simplices in Del(U |Rn).

7 Correctness

In this section, we prove that substituting the complexes

K0(α) ⊆ K(α) for the spaces Uα ∩ ∂Br ⊆ Uα ∩ Br

does not affect the persistence diagrams. We do this in

two steps, first constructing homotopy equivalences between

spaces and second embedding the induced isomorphisms be-

tween the corresponding homology groups in commuting di-

agrams.

Homotopy equivalence of pairs. Beyond homotopy

equivalences between spaces we need them between pairs

of spaces. Specifically, (X, X0) is homotopy equivalent

to (Y, Y0), denoted as (X, X0) ≃ (Y, Y0), if there exist

maps of pairs in both directions whose compositions are ho-

motopic to the respective identities [23, p. 27]. We begin

by establishing a homotopy equivalence between the pairs

(Uα ∩Br, Uα ∩ ∂Br) and (Uα ∩Br, Z0(α)).

POWER CELL LEMMA. Let U, α, z, r be such that Br −
Z0(α) 6= ∅. Then the identity on Uα ∩ Br is a homotopy

equivalence of (Uα ∩Br, Uα ∩ ∂Br) and (Uα ∩Br, Z0(α))
as a map of pairs.

PROOF. It suffices to show that the restriction of the identity,

i : Uα ∩ ∂Br → Z0(α), is a homotopy equivalence. Let

y be a point in Br − Z0(α). Every point x in Z0(α) be-

longs to Br but not to the interior of Z(α). The weighted

square distance of x from z is therefore non-positive and

not smaller than the smallest weighted square distance to a

point in U . Hence ‖x− ui‖
2 − α2 ≤ 0 for at least one

ui ∈ U which implies Z0(α) ⊆ Uα. Now draw the ray

that starts at y and passes through x and let x′ be the point

where it crosses ∂Br. We map x to x′ and thus define a re-

traction j : Z0(α) → Uα ∩ ∂Br. The composition i ◦ j
is the identity on Uα ∩ ∂Br. The other composition, j ◦ i,
is homotopic to the identity of Z0(α), as established by the

straight-line homotopy λ : Z0(α) × [0, 1] → Z0(α) defined

by λ(x, t) = (1− t)x + tx′. This implies that the identity is

a homotopy equivalence as a map of pairs, as claimed.

We note that when Br ∩ Z(α) = ∅ then there is no ho-

motopy equivalence between the pairs. Indeed, we then have

Br ⊆ Uα so that (Uα ∩Br)− (Uα ∩ ∂Br) = Br − ∂Br is

an open ball while (Uα ∩Br)− Z0(α) = ∅.

Nerves and barycentric subdivisions. To prepare the

construction of our second homotopy equivalence, we con-

sider maps between spheres and a union of convex sets.

Specifically, let C be a finite collection of convex sets in

R
n, write N for the nerve of C, and let SdN be the first

barycentric subdivision of the nerve. We think of SdN ab-

stractly, as the simplicial complex that has a vertex σ̂ for each

simplex σ in N and a simplex τ for each increasing chain in

the face relation of the simplices in N . We draw SdN in

R
n by mapping each vertex σ̂ to a point f(σ̂) in the inter-

section of the sets that correspond to the vertices of σ, as in

Figure 9. Extending this map by piecewise linear interpola-

tion to the simplices gives a map f : || SdN || → R
n. Note

that each simplex in SdN is contained in a single set in C
which implies that the image of f is contained in

⋃

C. As

Figure 9: A collection of three convex sets in the plane and a piece-

wise linear drawing of the barycentric subdivision of the nerve in

which each vertex maps to a point in the intersection of the corre-

sponding sets.
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suggested in Figure 9 such a drawing does not generally exist

for the nerve, which is the reason we consider its barycentric

subdivision.

Let now γ : S
p →

⋃

C be a map of the p-dimensional

sphere into the union of the convex sets. We are interested

in constructing a map µ : S
p → || SdN || whose composition

with f is homotopic to γ, f ◦ µ ≃ γ. For this purpose let

L be a triangulation of S
p that is sufficiently fine such that

the image of every simplex is contained in a single but not

necessarily unique set in C. In other words, we map each

simplex τ ∈ L to a set Cτ ∈ C such that γ(τ) ⊆ Cτ . Since

τ corresponds to a vertex τ̂ in the barycentric subdivision of

L and Cτ is also a vertex in the nerve this gives a map from

the vertices of Sd L to the vertices of N . It is easy to see

that this is a vertex map, that is, the vertices of a simplex in

SdL map to the vertices of a simplex in N , a necessary con-

dition to extend the map by piecewise linear interpolation.

However, the same is not true if we substitute SdN for N .

We therefore consider the second barycentric subdivision of

L, Sd2L = Sd(Sd L), map the new vertices to the corre-

sponding barycenters of simplices in N , and finally extend

the thus obtained vertex map by piecewise linear interpola-

tion to µ : || Sd2L || → || Sd N ||.

Figure 10: The second barycentric subdivision of a triangle in L.

The shading indicates the stars of three vertices of the first barycen-

tric subdivision.

We finally construct a homotopy H : S
p × [0, 1] →

⋃

C
that equals f ◦ µ at t = 0 and γ at t = 1. It deforms the

image under f ◦ µ of the star of a vertex τ̂ of SdL in Sd2L
to the image under γ of the simplex τ of L. Such stars are

illustrated in Figure 10. To create the deformation we move

every new vertex υ̂ of Sd2L toward the vertex τ̂ of the sim-

plex υ ∈ SdL whose corresponding simplex τ ∈ L has

minimum dimension. To describe the resulting homotopy,

we write g(υ̂) = τ̂ , noting that g(υ̂) = υ̂ if υ̂ is a vertex that

already belongs to the first barycentric subdivision. For the

vertices of Sd2L the homotopy is defined by

H(υ̂, t) = (1− t)f(µ(υ̂)) + tγ(g(υ̂))

and then extended by piecewise linear interpolation for every

t. To see that this homotopy is well defined we note that the

image of every simplex is contained in the same convex set

during the entire homotopy. Let η be a simplex in the star of

a vertex τ̂ of Sd L in Sd2L. At the beginning, when t = 0,

the image of the vertices of η all belong to the set Cτ be-

cause they are all equal or adjacent to τ̂ in Sd2L and f maps

barycenters to the intersection of the sets that correspond to

the vertices of its simplex. By convexity, the image of the

entire simplex η is contained in Cτ . At the end, when t = 1,

the image of η is a subset of γ(τ), which is contained in Cτ

by assumption of L being sufficiently fine. Finally, every

point moves linearly so if the image of η is contained in Cτ

both at the beginning and at the end then it is contained in

Cτ during the entire homotopy.

Applying Whitehead’s Theorem. We use a consequence

of Whitehead’s Theorem [19, p. 346] to construct our second

homotopy equivalence, between the pairs (Uα ∩Br, Z0(α))
and (K(α), K0(α)). To state the theorem, assume the con-

vex sets in the collection C are the maximal cells in a CW

complex. If
⋃

C is connected and the homotopy groups of
⋃

C and of the nerve N of C are isomorphic, for all dimen-

sions p, then the map f : || Sd N || →
⋃

C described above

is a homotopy equivalence. Constructing a homotopy equiv-

alence thus reduces to proving that the homotopy groups are

isomorphic.

NERVE SUBDIVISION LEMMA. Let C be the collection

of maximal cells of a CW complex, each a convex set in R
n,

N the nerve of C, and f : || SdN || →
⋃

C obtained by piece-

wise linear interpolation of its values at the vertices. If f(σ̂)
is contained in the intersection of the cells that correspond

to the vertices of σ, for each simplex σ ∈ N , then f is a

homotopy equivalence.

PROOF. First we note that f induces a bijection between the

connected components of SdN and of
⋃

C. We then ap-

ply the following argument to each component separately.

Equivalently, we assume without loss of generality that SdN
and

⋃

C are both connected.

We want to show that the induced map on the p-

dimensional homotopy group, f∗ : πp(Sd N) → πp(
⋃

C),
is an isomorphism. We do this in two steps first showing that

f∗ is surjective and second that it is injective. To show that

it is surjective we prove that for each map γ : S
p →

⋃

C
there is a map µ : S

p → || Sd N || such that f ◦ µ is homo-

topic to γ. But this we already did in the preceding para-

graph when we discussed maps of the p-sphere to
⋃

C. It

remains to show that f∗ is injective. For this we consider

a map γ : S
p →

⋃

C that extends to a map on the ball

bounded by the sphere, γ̄ : B
p+1 →

⋃

C. We use the same

construction as before to define a map µ̄ : B
p+1 → || SdN ||

such that f ◦ µ̄ ≃ γ̄. From the construction it is clear that

the restriction µ of µ̄ to the sphere satisfies f ◦ µ ≃ γ. It

follows that the preimage of zero under f∗ is zero, in other

words, the kernel of f∗ is zero. Hence, f∗ is injective and

therefore bijective. Whitehead’s Theorem applies showing

that f is indeed a homotopy equivalence, as required.

To use the Nerve Subdivision Lemma in our context, we

let C be the collection of cells Vi ∩ Uα ∩ Br in the Voronoi

11



decomposition of the restricted sublevel set. Recall that

K(α) is the nerve of this collection of sets. Next we con-

struct a map hα : || SdK(α) || → Uα ∩ Br by specifying it

at the vertices and extending it by piecewise linear interpo-

lation. Recall that Vσ is the intersection of the Voronoi cells

of all vertices of σ. To define the map we set

hα(σ̂) = arg min
x∈Vσ∩Uα∩Br

d2
U (x) − d2

z(x).

By construction, hα(σ̂) belongs to the intersection of the

cells that correspond to the vertices of σ. We can therefore

apply the Nerve Subdivision Lemma and conclude that hα

is a homotopy equivalence. We are also interested in the

restriction of hα to the barycentric subdivision of K0(α).
Recall that σ ∈ K(α) belongs to K0(α) iff Vσ ∩ Z0(α) is

non-empty. By construction, the point hα(σ̂) then lies in

this intersection. The restriction of hα is therefore a map

h′
α : || SdK0(α) || → Z0(α) that again satisfies the assump-

tions of the Nerve Subdivision Lemma. Hence, hα is a ho-

motopy equivalence as a map of pairs.

Commuting diagrams. The Power Cell and Nerve Subdi-

vision Lemmas imply that the series H(Uα∩Br, Uα∩∂Br),
H(Uα ∩ Br, Z0(α)), and H(K(α), K0(α)) are isomorphic.

However, to conclude that the corresponding sequences of

homology groups give rise to the same persistence diagrams

we need more, namely that the groups form a commuting di-

agram whose vertical maps are isomorphisms. We draw the

diagram of spaces and maps between them from which the

commuting diagram can be obtained by application of the

homology functor:

(Uα ∩Br, Uα ∩ ∂Br)
jα

′

α→ (Uα′ ∩Br, Uα′ ∩ ∂Br)
↓ iα

↓ i
α′

(Uα ∩Br, Z0(α))
jα

′

α−→ (Uα′ ∩Br, Z0(α
′))

↑ hα
↑ h

α′

(K(α), K0(α))
gα

′

α−→ (K(α′), K0(α
′)),

where α ≤ α′. By the Power Cell and Nerve Subdivi-

sion Lemmas, the vertical maps induce isomorphisms be-

tween the homology groups of the spaces. The maps i and

j are inclusions which implies that the upper square of the

corresponding diagram of homology groups commutes. To

prove the same for the lower square we consider the maps

e = jα′

α ◦ hα and e′ = hα′ ◦ gα′

α . Consider the map

H : ||K(α) || × [0, 1] → Uα ∩ Br defined by H(x, t) =
hαt
◦ gαt

α (x), where αt = (1− t)α + tα′. Since the maps g
and j are inclusions and the maps h vary continuously with

α, H is a homotopy between e and e′. This implies that the

induced homomorphisms between the corresponding homol-

ogy groups are the same, e∗ = e′∗.

To summarize, we have isomorphisms connecting the

groups in the columns of a commuting diagram. It follows

that each of the three rows gives rise to the same series of

persistence diagrams. In other words, our algorithm which

computes persistence diagrams using the complexes K(α)
and K0(α) is correct.

8 Discussion

The main contribution of this paper is the development of

topological data analysis methods for the algorithmic study

of sampled stratified spaces. Specifically, we show how to

assess the local homology at a point and prove that a suffi-

ciently dense sample implies the correctness of our assess-

ment. While non-trivial, the described algorithm is readily

implementable and runs in time at most cubic in the number

of simplices in the Delaunay triangulation.

We expect that in practice the rate-limiting step of our

algorithm will be the construction of the Delaunay triangu-

lation. In most cases, only a small subcomplex of the De-

launay triangulation is relevant for the assessment. More

generally, we may restrict the construction to simplices that

connect points at distance at most some threshold r from

each other. Examples of complexes that limit themselves to

such simplices are the alpha, Čech, and Vietoris-Rips com-

plexes; see [9, 13]. It would be interesting to develop fast

output-sensitive algorithms for these complexes and to sub-

stitute them for the Delaunay triangulation of R
n on which

the methods in this paper are currently based.

The ability to assess the local homology of a stratified

space at a point from a finite sample is an important step in a

more ambitious program. The larger goal is the construction

of the stratified space or a description of the class of stratified

spaces that possibly give rise to the observed sample. More

desirable still would be a hierarchy of stratified spaces that

describes the data set on a continuum of scale levels.
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Appendix A

Given a point z ∈ R
n and a radius r ≥ 0, we use the restric-

tion of the Delaunay triangulation to the ball Br and the pair

(Br, ∂Br), both centered at z, to assess the local homology

of the data at z. Specifically, we consider the complexes

K(α) = Del(U |Uα ∩Br);

K0(α) = Del(U |Z0(α)),

where we recall that Z0(α) = Br − intZ(α) is contained in

Uα. In this appendix, we study under what conditions these

complexes contain a simplex in Del(U |Rn).

Threshold for A. A necessary condition for a simplex σ ∈
Del(U |Rn) to belong to K(α) is it belongs to the Delaunay

triangulation of the sublevel set,

A(α) = Del(U |Uα).

This complex is also known as the alpha complex of U [13].

To characterize when σ belongs to A(α) we consider the

smallest (n − 1)-sphere that passes through the points of

σ ∈ U and encloses none of the points of U . We call this

the smallest empty circumsphere of σ and let c0 ∈ R
n be

its center and ̺0 its radius. If σ = {ui} is a vertex then

the (n − 1)-sphere degenerates to the point c0 = ui and we

have ̺0 = 0. Generically, c0 and ̺0 are unique and we set

ασ = ̺0.

CONDITION A. Let σ be a simplex in Del(U |Rn). Then

σ ∈ A(α) iff α2
σ ≤ α2.

There is an alternative geometric interpretation of this con-

dition in terms of the smallest but possibly non-empty cir-

cumsphere of σ. It passes through the points of σ but may

enclose other points of U . Unless dim σ = n, its center c
and radius ̺ are not necessarily the same as c0 and ̺0. The

point c is also the center of the common intersection of the

balls of radius α centered at the vertices of σ and the plane of

dimension n−dimσ whose points are equidistant from these

vertices. If this common intersection is non-empty then it is

either a point or a ball of dimension n − dimσ and square

radius α2−̺2. The interpretation of Condition A is now that

α2
σ is the smallest value of α2 for which this ball has a non-

empty intersection with Vσ =
⋂

ui∈σ Vi. In other words,

σ ∈ A(α) iff Uα ∩ Vσ 6= ∅ which is consistent with the

definition of A(α).

Thresholds for E and E0. We take an indirect approach

to the restrictions of the Delaunay triangulation to Uα ∩ Br

and to Z0(α). We begin by considering the restrictions to the

power cell and its boundary,

E(α) = Del(U |Z(α));

E0(α) = Del(U |∂Z(α)).
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We note that E(α) subdivides the underlying space of the

closed star of z in W (α), the Delaunay triangulation of

U ∪ {z} in which z has weight r2 and all other points have

weight α2. Furthermore E0(α) is the link of z in W (α).
To characterize when σ belongs to E(α) and E0(α) we set

η2
σ = ϕ2

σ = r2 + ̺2
0 − ‖z − c0‖

2
if σ is an n-simplex. Oth-

erwise, we set η2
σ equal to the maximum value η2

τ assigned

to any n-simplex τ that has σ as a face. Symmetrically, we

set ϕ2
σ equal to the minimum value ϕ2

τ assigned to any n-

simplex τ that has σ as a face.

CONDITION E. Let σ be a simplex in Del(U |Rn). Then

σ ∈ E(α) iff α2 ≤ η2
σ;

σ ∈ E0(α) iff ϕ2
σ ≤ α2 ≤ η2

σ.

There is again an alternative geometric interpretation of this

condition. For a point x ∈ Vσ let ̺(x) be the distance to the

points ui ∈ σ. Then x belongs to Z(α) iff ‖x− z‖2 − r2 ≤
̺(x)2−α2. The interpretation is now that ϕ2

σ ≤ α2 ≤ η2
σ iff

Vσ has a non-empty intersection with ∂Z(α). For α2 = ϕ2
σ

the rest of Vσ lies inside Z(α) while for α2 = η2
σ the rest of

Vσ lies outside Z(α).

Thresholds for F and F0. Next we consider the restric-

tions of the sublevel set to the power cell and its boundary,

F (α) = Del(U |Uα ∩ Z(α));

F0(α) = Del(U |Uα ∩ ∂Z(α)).

By definition, F (α) is a subset of A(α) ∩ E(α) and, sim-

ilarly, F0(α) is a subset of A(α) ∩ E0(α), but generally

we do not have equality. By definition of the power cell

we have Uα ∩ Vσ ⊆ Z(α) iff Uα ∩ Vσ ⊆ Br as well as

Uα ∩ Vσ ∩ Z(α) = ∅ iff Uα ∩ Vσ ∩ Br = ∅. We use this

to formulate a test for deciding when a simplex in E(α) be-

longs to F (α) and the same for E0(α) and F0(α). Specif-

ically, we give a condition when Uα ∩ Vσ intersects ∂Br.

Consider the affine hull of the simplex, D = aff σ, and the

affine hull of the corresponding intersection of Voronoi cells,

V = aff Vσ . By construction, D is a plane of dimension

dimσ, V is a plane of dimension n− dimσ, and the two in-

tersect orthogonally in the point c defined earlier; see Figure

11. Assuming dimσ < n, the balls of radius α centered at

the vertices of σ intersect V in a ball of dimension n−dimσ
whose center is c and whose square radius is α2 − ̺2. Let d
be the distance of z from D and v the distance from V . When

|d− (r2− v2)1/2| = (α2− ̺2)1/2 then the (n−dimσ)-ball

centered at c touches the sphere of radius r around z, and de-

pending on the sign of d−(r2−v2)1/2 it does this either from

the inside or from the outside. Taking the square and solving

for α2 we get w(r2) = r2 + ̺2 + d2− v2− 2d(r2 − v2)1/2.

This function has a minimum at r2 = d2 + v2 for which the

Figure 11: The point c is the center of the smallest circumsphere of

the edge σ = {ui, uj}. The distance of z from c is (d2 + v2)1/2.

value is w(r2) = ̺2. We now set

κ2
σ =

{

w(r2) if r2 ≤ d2 + v2;
̺2 if d2 + v2 ≤ r2;

λ2
σ =

{

̺2 if r2 ≤ d2 + v2;
w(r2) if d2 + v2 ≤ r2.

They are both undefined for r2 < v2, the case when w(r2) is

undefined. The above derivation does not make sense for an

n-simplex σ but the following condition does, provided we

set κ2
σ = λ2

σ = ̺2.

CONDITION F. Let σ be a simplex in Del(U |Rn). Then

σ ∈ F (α) iff max{α2
σ, κ2

σ} ≤ α2 ≤ η2
σ;

σ ∈ F0(α) iff max{α2
σ, ϕ2

σ, κ2
σ, λ2

σ} ≤ α2 ≤ η2
σ.

The geometric interpretation of Condition F should be clear.

The only way for a simplex σ to belong to A(α) and E(α)
but not to F (α) is that its circumcenter c lies outside the

sphere around z, r2 < d2 + v2, and the (n − dimσ)-ball

does not touch this sphere, α2 < κ2
σ . Similarly, the only way

for σ to belong to A(α), E0(α), and F (α) but not to F0(α)
is that c lies inside the ball around z, d2 + v2 < r2, and the

(n− dimσ)-ball does not touch the sphere, α2 < λ2
σ .

Thresholds for K and K0. We now derive conditions for

the restrictions to Uα ∩ Br and Z0(α). Specifically, we use

the fact that both these two spaces are swept out by the

boundary of the sublevel set restricted to the power cell.

SWEEP LEMMA. Let α ≥ 0. Then

Uα ∩ Br =
⋃

0≤s≤α

∂Us ∩ Z(s);

Z0(α) =
⋃

0≤s≤α

Us ∩ ∂Z(s).
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PROOF. To establish the first equation we show that x ∈ ∂Us

implies x ∈ Br iff x ∈ Z(s). Indeed, x ∈ ∂Us implies

‖x− ui‖
2 − s2 = 0, where ui ∈ U minimizes the distance

to x. Thus x ∈ Z(s) iff ‖x− z‖2−r2 ≤ 0, as required. This

implies that ∂Us ∩ Z(s) sweeps out Uα ∩ Br as we increase

s from 0 to α.

To prove the second equation we show that x ∈ ∂Z(s)
implies x ∈ Br iff x ∈ Uα. Indeed, if x ∈ ∂Z(s) then

‖x− z‖2 − r2 = ‖x− ui‖
2 − s2, where ui ∈ U again

minimizes the distance to x. Both sides are non-positive at

the same time, as required. This implies that Us ∩ ∂Z(s)
sweeps out Z0(α) = Br − intZ(α) as we increase s from 0
to α.

The first equation in the Sweep Lemma implies that

Uα ∩ Br is the union of the Us ∩ Z(s), even without tak-

ing the boundary of Us. Hence, K(α) is the union of the

F (s), for 0 ≤ s ≤ α. Similarly, the second equation implies

that K0(α) is the union of the F0(s), for 0 ≤ s ≤ α. We

observe that if η2
σ is less than α2

σ or κ2
σ then F (s) is empty,

for all s, and so are K(α) and K0(α). Otherwise, we get the

conditions by dropping the upper bounds in Condition F.

CONDITION K. Let σ be a simplex in Del(U |Rn). If

η2
σ < max{α2

σ, κ2
σ} then K(α) = K0(α) = ∅. Otherwise,

σ ∈ K(α) iff max{α2
σ, κ2

σ} ≤ α2;
σ ∈ K0(α) iff max{α2

σ, ϕ2
σ, κ2

σ, λ2
σ} ≤ α2.

Indeed, the upper bound just guarantees that Uα ∩ Vσ has a

non-empty intersection with Z(α). Since we increase s from

0 to α there is a non-empty intersection between Us ∩ Vσ

and Z(s), for some s, iff there is a non-empty intersection

between Uα ∩ Vσ and Br, which is captured by the remain-

ing inequality.

Thresholds for A and A0. We can further simplify the

condition by restricting the Delaunay triangulation to the

sublevel set outside the power cell,

A0(α) = Del(U |Uα − intZ(α)).

Equivalently, A0(α) = (A(α) −K(α)) ∪ K0(α). By con-

struction, A0(α) is a subcomplex of A(α) and the difference

is A(α) − A0(α) = K(α) − K0(α). We also consider the

diagram of relative homology groups with induced homo-

morphisms,

(K(α), K0(α))
gα

′

α−→ (K(α′), K0(α
′)),

↓ iα
↓ i

α′

(A(α), A0(α))
jα

′

α−→ (A(α′), A0(α
′)),

Since all maps are inclusions the diagram commutes and

so does the corresponding diagram of relative homology

groups. Finally, excision implies that the vertical maps in-

duce isomorphisms. It follows that the persistence diagrams

we get from the (A(α), A0(α)) are indeed the same as the

one of the (K(α), K0(α)). The reason for making this final

substitution is computational convenience.

CONDITION A’. Let σ be a simplex in Del(U |Rn). Then

σ ∈ A(α) iff α2
σ ≤ α2;

σ ∈ A0(α) iff max{α2
σ, ϕ2

σ, λ2
σ} ≤ α2.

Appendix B

In this appendix, we extend the results of Appendix A to the

situation in which the radius of the restricting ball varies. It is

convenient to add r to the notation, writing K(α, r) = K(α)
and similar for other complexes.

Absolute homology. Recall that the first half of the se-

quence (3) gives the same persistence diagrams as the se-

quence of the K(α, r), where r is fixed. Each simplex σ in

the Delaunay triangulation undergoes the same kind of evo-

lution as α goes from 0 to∞:

Step 1. σ becomes a member of K(α, r);

a step that may also be skipped. The thresholds that deter-

mine membership in this complex vary continuously with the

radius. Looking at the squares and parametrizing by r2, we

get three functions, α2
σ, κ2

σ, η2
σ : [0,∞) → [0,∞). Rewrit-

ing the first half of Condition K we find how these functions

control membership in K(α, r).

ABSOLUTE HOMOLOGY EVOLUTION LEMMA.

Let σ be a simplex in Del(U |Rn) and r ≥ 0. If

η2
σ(r2) < max{α2

σ(r2), κ2
σ(r2)} then K(α, r) = ∅.

Otherwise,

σ ∈ K(α, r) iff max{α2
σ(r2), κ2

σ(r2)} ≤ α2.

Figure 12: The simplex σ belongs to K(α, r) iff the point (α2, r2)
lies in the shaded region above the function that discriminates be-

tween membership and non-membership.

The inequality is illustrated in Figure 12. The smallest

value of r2 at which σ belongs to any of the K(α, r) is
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when max{α2
σ(r2, κ2

σ(r2)} = η2
σ(r2). Letting this value be

r2
0 , we have a continuous function from [r2

0 ,∞) to [0,∞)
that discriminates membership of σ in K(α, r) from non-

membership. In general, this function consists of two por-

tions, the one on the left contributed by κ2
σ and the one on

the right contributed by α2
σ . If c = c0 then r2

0 ≤ d2 + v2

which guarantees that the left portion is non-empty. Other-

wise, it is possible that the function is constant over the entire

interval it is defined.

Relative homology. Recall that the first half of the se-

quence (4) gives the same persistence diagrams as the se-

quence of the (A(α, r), A0(α, r)), where r is again fixed.

Each simplex σ ∈ Del(U |Rn) undergoes the same kind of

evolution as α goes from 0 to∞:

Step 1. σ becomes a member of A(α, r);

Step 2. σ becomes a member of A0(α, r),

two steps that may also occur simultaneously. Similar to

the absolute homology case we get three continuous func-

tions, α2
σ, ϕ2

σ, λ2
σ : [0,∞) → [0,∞). Rewriting Condi-

tion A’ we find how these functions control membership in

(A(α, r), A0(α, r)).

RELATIVE HOMOLOGY EVOLUTION LEMMA. Let σ be

a simplex in Del(U |Rn) and r ≥ 0. Then

σ ∈ A(α, r) iff α2
σ(r2) ≤ α2;

σ ∈ A0(α, r) iff max{α2
σ(r2), ϕ2

σ(r2), λ2
σ(r2)} ≤ α2.

Figure 13: The simplex σ belongs to A(α, r) and A0(α, r) iff the

point (α2, r2) lies in the shaded region above both membership dis-

criminating functions, and σ belongs to A(α, r) but not to A0(α, r)
iff the point lies in the light shaded region between the two func-

tions.

Figure 13 illustrates the inequalities for a simplex σ whose

smallest circumsphere is different from its smallest empty

circumsphere: c 6= c0 and ̺ < ̺0. Often the picture is

even simpler. For example, if dim σ = n then ̺ = ̺0 and

the function that controls the membership of σ in A0(α, r)
simplifies to r2 + ̺2 − (d2 + v2). It follows that the region

in which σ belongs to A(α, r) but not to A0(α, r) is a wedge

to the right of the corner point at r2 = d2 + v2 and α2 = ̺2.

Crossings and transpositions. The two Evolution Lem-

mas introduce three membership functions per simplex,

fσ,K(r2) = max{ασ(r2), κ2
σ(r2)};

fσ,A(r2) = ασ(r2);

fσ,A0
(r2) = max{ασ(r2), ϕ2

σ(r2), λ2
σ(r2)}.

All three are continuous except for fσ,K which is undefined

for r2 < r2
0 . We set fσ,K(r2) = ∞ for 0 ≤ r2 < r2

0 , and

viewing infinity as just another value we thus get a function

with a single discontinuity. We will see shortly that having

just one discontinuity per function does not substantially af-

fect the results we reap. Each membership function consists

of pieces contributed by α2
σ , ϕ2

σ , κ2
σ, and λ2

σ . The α2
σ are

constant functions and the ϕ2
σ are functions of degree one

in the variable r2. The κ2
σ and λ2

σ are also of degree one

in r2 except that they have an additional square root term.

Each membership function consists of a constant number of

pieces. The only case in which this is perhaps not entirely

obvious is for ϕ2
σ which is a point-wise minimum of func-

tions ϕ2
τ over all n-simplices τ in Del(U |Rn) that contain

σ as a face. There can be an arbitrary number of such n-

simplices but since the corresponding functions are of the

form ϕ2
τ (r2) = r2 + const, only one provides all the min-

ima. Two functions f, g : [0,∞)→ [0,∞) cross at r1 if

[f(r1 − ε)− g(r1 − ε)][f(r1 + ε)− g(r1 + ε)] < 0

for all sufficiently small ε > 0. For continuous functions

this happens at a point at which they agree, f(f1) = g(r1).
Similarly, we define when f and g cross at an interval along

which they agree. Any two pieces of the membership func-

tions have constant complexity and cross at most a constant

number of times. Since each membership function consists

only of a constant number of such pieces, this implies that

any two membership functions cross at most some constant

number of times. Drawing the graphs of the membership

functions of all m simplices in Del(U |Rn) we therefore get

an arrangement of 3m curves with at most some constant

times m2 vertices, edges, and regions. When we sweep the

arrangement with a vertical line from left to right we do at

most some constant times m2 transpositions at the vertices

and another constant times m2 transpositions because of the

m discontinuities. The (α|r)-Vineyard Theorem follows.
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Appendix C

Y0 ⊆ Y ⊆ R
n topological spaces

z ∈ R
n point

dY , dz : R
n → R distance function

Yα, Y α, Br, B
r sublevel, superlevel sets

H(Y ), H(Y, Y0) series of homology groups

Dgm(dY |Br) series of persistence diagram

#a(dY ) series of #points in region

Vnrd(dY |dz) series of (α|r)-vineyards

X stratified space

Xi − Xi−1 union of i-strata

ε > 0 constant

RX(ε), R′
U (ε), R′′

U (ε) sets of radii

πu(x), πz(x) weighted square distances

ui, uj ∈ U sampled points

σ ⊆ U (abstract) simplex

Vi = V (ui) Voronoi cells

Z0(α) ⊆ Z(α) complement, power cell

Vor(U |X) Voronoi decomposition

Del(U |X) Delaunay triangulation

D[i, j]; m boundary matrix, #simplices

K0(α) ⊆ K(α) simplicial complexes

C, N, Sd N set of cells, nerve, subdivision

L, SdL, Sd2L triangulations of sphere

σ, τ, υ, η; σ̂, τ̂ , υ̂ simplices; barycenters

γ, µ, γ̄, µ̄ maps

iα, jα′

α , gα′

α inclusions

i, j, f, hα; H maps

W (α) weighted Delaunay tri.

A0(α) ⊆ A(α) restricted to sublevel set

E0(α) ⊆ E(α) restricted to (∂) power cell

F0(α) ⊆ F (α) further restricted to Uα

c, c0; ̺, ̺0 centers; radii

D, V ; d, v planes; distances

α2
σ, η2

σ, ϕ2
σ, κ2

σ, λ2
σ thresholds or threshold functions

fσ,K , fσ,A, fσ,A0
membership functions

Table 2: List of important notation.
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